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ABSTRACT maps has been described in [5]. Additionally a
In this paper an optimal framework for method for analyzing video and building a pictorial
summarization of stereoscopic video sequences issummary for visual representation has been
presented, which extracts a meaningful set of videoProposed in [6]. Although such approaches can be
frames. Each sequence is first partitioned into Very efficient for specific applications they cannot
shots, the disparity field, occluded areas and depthProvide very satisfactory results in real world
map are estimated and then a hierarchical color andcomplex shots. Moreover, all the aforementioned
depth segmentation scheme is applied to each shotworks are dealing with 2-D video sequences and
based on a multiresolution implementation of the cannot be directly applied to 3-D video archives
RSST algorithm. Color and depth segment fusion Since they do not exploit 3-D information.
is employed for achieving high-quality semantic In the context of this paper a generalized
segmentation, and feature vectors are constructedramework for non-linear representation of 3-D
using a fuzzy classification formulation. For a Video sequences is proposed, regardless of the
given shot, key frames are extracted using anscene complexity. We accomplished this by the
optimization method, namely, a genetic algorithm, following steps: we merge color segments that
for locating frames of minimally correlated feature belong to similar depth. Color segments give very
vectors. Experimental results indicate the reliable accurate contours of the objects while segments of

performance of the proposed scheme. video objects are usually located on the same depth
) plane. To accelerate the color and depth
1. Introduction segmentation process a multiresolution

The use of three-dimensional (3-D) video has implementation of the Recursive Shortest Spanning
recently increased since it provides more efficient Tree (RSST) algorithm is presented. All features
visual representation and enhances multimedia€Xtracted by the video sequence analysis module
communication [1]. Three-dimensional video are gathered together using a fuzzy feature vector
description enables users to handle and manipulatdormulation to increase the robustness of the
video objects more efficiently by exploiting, for Proposed summarization scheme. Finally, key
example, the depth information, provided by stereo frames within each shot are extracted by
vision [2]. However, traditionally, 3-D (stereo or Minimizing a cross correlation criterion by means
multiview) image sequences are recorded Of a genetic algorithm.
sequentially using slightly different viewpoints of . .
the same scene. Such video representation has g' Analysis of Stereo Video Sequences
number of limitations for the new emerging The analysis of the 3-D sequences starts by
multimedia app"cationS, such as video browsing’ CalCUlating the dlsparlty field. Let us assume that
content-based indexing and retrieval. Currently, the the variableZ expresses the depth. Let us also
only way to browse a video is to sequentially scan consider as(x;y:) and (xp,y,) two image points
video frames, a process that is both time- generated by the perspective projection of a 3-D
consuming and tedious. Furthermore, video queriesPoint w onto the two image plands and .. In
are insufficiently performed on entire video Particular by denoting asl(x,y:) the disparity
sequences, due to significant temporal redundancyvector at locatior(x,,y;) in camera 1 with respect
of video content. So new methods for video contentt0 camera 2, the vectod(x;y:) = [d(Xwy1)

representation should be implemented [3]. dy(x.y)]" is given by

Recently, some approaches have been =0y (X1,Y1)=Xo-%= f1(Z) (1a)
proposed. In particular selection of a single key
frame for each shot has been presented in [3], [4],  h=0y(X1.Y)=Y=-Y1= f2(2) (1b)

which cannot provide sufficient information about Tharefore if the disparity vector is known, (1)

the video content. Construction of compact image reqyces to an overdetermined linear system of two



equations with a single unknown, i.&, and a
least-squares solution can be obtained.

Although computation of depth from
disparity is straightforward, the estimation of
disparity field from the images on planiesandl,,

is an elaborate task that involves matching of eachequal

point (X,y1) on I; with a corresponding point
(X2,¥2) onl,, resulting in a high computational cost.

appropriate disparity values to detected areas. The
former task, occlusion detection, is accomplished
by locating regions ofl; where the horizontal
disparity decreases continuously with respect to the
horizontal coordinat®; with a slope approximately

to -1. The latter task, occlusion
compensation, is tackled by keeping disparity
constant in each occluded area, and equal to the

Disparity estimation is accomplished by means of a maximum disparity value of that area. In Figure 2
block matching algorithm, similar to the one the occlusion detection and compensation for the
described in [2]. In Figure 1, we present the Aqua sequence are presented.
original left, right channel images and the disparit . . .
esfci]mation angl depth map for ?he Aqua sequeelce.y 4. Video Object Segmentation

The next step of the algorithm is to segment
stereo image sequences into semantically
meaningful objects. However, semantic video
object segmentation is a difficult task with the
exception of some specific applications [8]. As we
are interested in a fully automatic segmentation
algorithm, which is not restricted to specific
applications, features computed from the previous
analysis, including color and depth information, are
used to describe the stereo visual content. In
particular, we use the Recursive Shortest Spanning
Tree (RSST) algorithm and a segmentation fusion
technique, which is presented in the next sub-
section. The RRST algorithm was selected because
it does not impose any external constraint on the
image and also permits simple control over the
. . number of segmented regions [9]. However, the
3. Detection and Compensation of bottleneck of the algorithm is its computational
Occluded Areas complexity. For this reason, a new multiresolution
The above estimation of the disparity assumesimplementation of the RSST, called M-RSST, is

(d)

Figure 1. Disparity and depth estimation for the Agqua
sequence. (a) Left and (b) right channel image, (c)
horizontal disparity field and (d) depth map.

that a corresponding point of imaggecan always
be found for all points of imagh. However, due
to interposition of foreground objects there may be
areas ofl; that are occluded itp. As a result for

used in this paper, which recursively applies the
RSST to images of increasing resolution. This
approach, apart from accelerating the segmentation
procedure, also reduces the number of small

every horizontal line segment that is visible by objects, which is a useful property in the context of

camera 1 (2) and occluded from camera 2 (1),the proposed video summarization scheme. In

when traversing the segment from left to right, Figure 3(a) color segmentation results of the Aqua

there is a horizontal disparity decreasd,ithat is sequence are presented while in Figure 3(b) we can

equal to the length of the line segment [7]. see depth segmentation results for the same
sequence.

(b)

Figure 2. Occlusion detection and compensation for the
Agua sequence. (a) Compensated horizontal disparityFigure 3. (a) Color segmentation using the M-RSST for

(b)

field and (b) compensated depth map. the aqua sequence.

All disparity values obtained through the Segmentation.
previous minimization procedure for occluded Object boundaries (contours) cannot be
areas of imagd, are not reliable and thus may identified with high accuracy by a depth
result in incorrect depth segmentation. Therefore, it segmentation algorithm, due to erroneous
is clear that (i) these areas should be detected, angstimation of disparity field and occlusion issues.
(i) occlusion should be compensated by assigningOn the contrary, segmentation based on color

(b) The

respective  depth



homogeneity criteria, contains the most reliable are not directly included in a vector to be used for
object boundaries. Therefore, color and depth this purpose, since their size differs between
segments are appropriately fused together so that drames. To overcome this problem, we classify
more precise content-based segmentation iscolor as well as depth segments into pre-
accomplished. determined classes, forming a multidimensional

Let us assume thak® color segments and histogram. In this framework, each feature vector

k¢ depth segments have been extracted by thee!ement corresp_onds to a specific feature class (or a
bin) and contains the number of segments that

aforementioned M-RSST algorithm, denotedias  pejong to this class. In order to reduce the
i=12,...,k°and §% ,i=12..,Kk¢ respectively. Let Possibility of classifying two similar segments to
c d different classes, causing erroneous comparisons, a

us also denote bg" and G™ the output masks of  jegree of membership is allocated to each class,
color and depth segmentation, which are defined aSresulting in duzzy classificatioformulation [9].
the sgts of all color and depth segments Then, in order to analyze an entire
respectively: stereoscopic  video sequence and extract

G°={s,i=12,..,K%, G%={si=12...,K% (2) summarization of its visual content, a shot cut
detection algorithm is applied in the beginning. In
our approach the algorithm proposed in [10] has
been adopted for shot detection due to its
efficiency and low computational complexity.

Color segments are projected onto depth
segments so that video objects provided by depth
segmentation are retained and, at the same time
object boundaries given by color segmentation arerpan for every shot we perform key frame

accurately extracted. For this reason, each COIOrextraction. The most characteristic frames for each
segments® is associated with a depth segment, so shot are extracted the ones with the minimum
that the area of intersection between the two correlation among all the frames of the given shot.
segments is maximized. This is accomplished by For this reason, we define a correlation measure

means of a projection function: Re (a) of the frame feature vectors in a shot as
c,GY%) = ) i=12,...,K® 3 2 KK 2
p(s°,G%) ag%gf\){a(ng)} i=1 (3 R.(@) =R (a..., %F)zm;;(pa‘a’) (5)
where a([) is the area, i.e., the number of pixels, of The vector acontains the indices of the frames
a segment. Based on the previous equatiof, within the examined shot whil& is the number

sets of color segments, say, i=12...,K%, are of selected frames andp the respective

defined, each of which contains all color segments correlation.
that are projected onto the same depth segment Unfortunately, the complexity of an exhaustive
Sl search for the minimum value & (a) is such that

a direct implementation would be practically

G ={g0G":p(g,G") =5}, i=12...K" ™) Unfeasible. For this reason, a genetic algorithm

(GA) [11] approach is adopted. In this approach,

m L possible solutions of the optimization problem, i.e.,
; ) Y p S sets of frames, are represented by chromosomes

whose genetic material consists of frame numbers
(indices). Chromosomes are thus represented by
index vectors following an integer number
encoding scheme. An initial population of P
Figure 4. Object extraction after the segmentation fusion chromosomes, A(0) = (a,...,ap) IS generated and
for the Aqua sequence. used for the creation of new generation populations
Then, the final segmentation magk, consists of  A(n), n>0. The correlation measurg: (a) is used

K =KY segmentss , i=12,....k?, each of whichis as an objective function to estimate the
generated as the union of all elements of thePerformance of all chromosomegi=1...p in a
corresponding setC,. In Figure 4 the object given population. Then, proportionate schemes
extraction after the segmentation fusion for the used for parent selection [11], and a set of new

Aqua sequence is shown. chromosomes (offspring) is produced by mating
_ o the selected parent chromosomes and applying a
5. Stereo Video Summarization crossover operatorFinally, mutationis applied to

All features extracted by the stereoscopic the newly created chromosomes, introducing
video sequence analysis are used to describe théandom gene variations that are useful for restoring
visual content of each video frame. However, they



lost genetic material, or for producing new material ']
that corresponds to new search areas. Zoued
Once new chromosomes have been generated for @
given populationA(n), n=0, the next generation
populationA(n+1), is formed by inserting those  ..|
new chromosomes intoA(n) and deleting an L - T T

222:‘0pr(;atelar:%rnbgé:;;tgeéC:]reonTk?srzm;Se' ‘::E;hatFigure 7. (a) Histogram of correlation measure, together
populat : i v with minimum value obtained from genetic algorithm

cycles need to take place, that is, several erical dashed line) (b) convergence of genetic

generationsA(n), n>0 need to be produced until  ggorithm.

the population converges to an optimal solution.
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Figure 6. The selected frames of shot 38.



